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The standard approach for this kind of hard legal language
understanding task is to pre-train a language model like
BERT on specialized (legal) text. Our approach involves
using a generalist model (BERT) and plugging in a legal
adapter. One advantage of this new method: flexibility and
fewer parameters needed to switch domains.

ISS and HPS correlate! (p <.0005)
= Affirms intuition behind the design of these metrics
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